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About myself

• AI Engineer @ 6sense (Conversational Email team)
Conversational Email is a product that uses AI/NLP to help sales and 
marketing teams automate emails and increases sales conversion rates
• Training and deploying NLP (intent classification / NER) models for 

email reply automation + Human-in-the-loop ML
• Currently focused on using LLMs to power:
• Personalized outreach emails based on prospects’ profile and activity data
• Email responses based on the prospects’ replies
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Source: The Swiss cheese model of Covid-19 defence, The Irish Times (Dec 2020) 5

https://www.irishtimes.com/life-and-style/health-family/the-swiss-cheese-model-of-covid-19-defence-what-it-means-how-it-works-1.4429716


LLM API providers at a glance

Advantages
Drawbacks & 

temporary issues

Flexible / generalized

Accessible

Easy to prototype

No uncertainty measure

Hallucination and
trustworthiness

Provider-dependent

Examples

Bard

GPT-4

Claude Superior reasoning
capabilities

Investment in
prompt engineering

Thematic concerns

Uncertainty

Performance

Output reliability
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Concern #1 – Uncertainty

• No confidence scores!
• Non-deterministic
• Susceptible to prompt attacks or undesirable/unanswerable questions
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Defensive Prompting
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Simplest approach:

Simplest approach to try to prevent jailbreaks:

More specialized/conditional approach: 

In downstream applications or code, we can check for 
the presence of HVD20AB or 06YVM98 and handle 
these cases separately.

Note: Since June 2023, a better way to implement 
this is via OpenAI Functions.

https://openai.com/blog/function-calling-and-other-api-updates


Guardrails
• Implement checks on top of LLM

outputs to ascertain they meet
predetermined criteria

• If these checks fail, we can devise
retry mechanisms to query the
LLM again.

• For example, in a system where
we use LLMs to generate email
replies to sales prospects, we
might use the following prompt
as our checker.

Proxy LLMs: Use another LLM call to check the draft,
then check the response string for the presence of 0, 1, or 2
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Guardrails
Declarative frameworks for LLM output verification: Guardrails-AI
Sample from docs (info extraction):

10
(a) RAIL output specification in XML

JSON output from the LLM,
validated against XML (left)

https://github.com/ShreyaR/guardrails


Guardrails
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(b) RAIL prompt specification with input

Creating the guard object from the
RAIL spec and calling it at runtime

Output at runtime

(a) + (b)



Self-reflection and self-consistency
Self-reflection
• Reflexion: Language Agents with Verbal 

Reinforcement Learning (2023)
• Main idea: an LLM’s response can be scored 

and given a verbal feedback, to steer 
subsequent trials towards better outcomes

Self-consistency
• Self-Consistency Improves Chain of Thought 

Reasoning in Language Models (2023)
• Main idea: Sampling multiple reasoning paths 

and obtaining the most consistent answer by 
majority vote
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The Reflexion process

Self-consistency method

https://arxiv.org/abs/2303.11366
https://arxiv.org/abs/2303.11366
https://arxiv.org/abs/2203.11171
https://arxiv.org/abs/2203.11171


[Application] Appropriateness checks
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Prospect’s email

AI-generated reply

Appropriateness check
(proxy LLM via Guardrails)

{
  “score”: <score>,
  “reason”: <reason>
}

Guardrails-validated
evaluation output

Pass: send AI reply

Fail: regenerate with feedback



Concern #2 – Performance
Performance drops over time!

Math (prime vs
composite)

Code generation

Source: How Is ChatGPT’s Behavior Changing over Time? (Aug 2023)

“My old prompts don’t work anymore because the AI is suddenly not comfortable doing that”
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https://arxiv.org/pdf/2307.09009.pdf


LLM monitoring systems
Example: Chatbot use-case
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Model
• Quality ratings:

• (Real-time) 
Helpfulness 
rating from users

• (Delayed) 
Response score 
from a human-
validated sample

• Rate of unanswerable 
questions

Data (inputs)
• Most common topics 

or questions asked
• Most frequently-

retrieved chunks (for 
RAG systems)

• Data quality (e.g., if 
you pull user’s profile 
from other sources)
• Violations to 

“expectations” of 
the data

Adapted from: Reliable Machine Learning (Chen et al, 2021)

Service
• Query latency
• Traffic (user requests)
• LLM calls against rate 

limits
• Guardrail validation 

failure rates 
(appropriateness / 
hallucination / etc.)

https://www.oreilly.com/library/view/reliable-machine-learning/9781098106218/


Human feedback
• Consider human verification for a random sample of LLM

outputs, rating them (most commonly on a Likert scale)
based on how well they answer the prompt.

• Collect data points (at least perform a qualitative assessment)
on LLM performance (e.g., tone, usefulness, appropriateness)

• In RAG systems, it can give us a view of any gaps in
knowledge, any inadequacies in the retrieval process.

1. How can we turn this human feedback that we care about 
into quantitative measures (alongside qualitative 
inspection) so that we can analyze these results and 
monitor them more efficiently?

2. Maintaining a comprehensive set of guidelines so that 
human evaluation is fair across annotators (if there is 
more than one) and across time

3. How might we do this at scale?

Key considerations:

Prompt

Responses

Human
verification

Gen
er

ate

Downstream
use-cases

Checked by

Tweak
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https://en.wikipedia.org/wiki/Likert_scale


[Application] Prompt testing at scale

• Given an email campaign, run a script to test our email generations across a variety 
of scenarios
• For AI personalized outreach emails: across simulated profiles and activities
• For AI-powered replies: across a set of provided test replies

• Inspect all the materialized intermediate outputs (e.g., semantic search results) 
leading to the final prompt used for generation
• Compare with appropriateness scores to identify any flaws in either our generation 

prompt or our appropriateness checker.

Recent alternatives:
• Promptimize, LangSmith
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[Application] Human verification
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Concern #3 – Output reliability

• Failure to follow specified instructions
• Not grounded in facts / making stuff up

despite being shown evidence to the
contrary (especially in retrieval-
augmented generation systems)

• AI over-promising when answering
questions

• Responses phrased inappropriately, not
ideal to be consumed by customers

Hallucinations present real ethical and 
business concerns, so much so that for 
some it is a show-stopper. 24.6%, or 28, 
respondents raised the issue of 
hallucinations and output reliability at some 
point in the survey, making it the second 
most referenced concern when dealing 
with LLMs.

Source: LLM Survey Report 2023

“

LLM Survey Report 2023
MLOps Community

”
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https://mlops.community/wp-content/uploads/2023/07/survey-report-MLOPS-v16-FINAL.pdf


Compartmentalization

• Instead of having a gigantic prompt that tries to do everything, we can break it down into 
workflows with intermediate reasoning steps

• These intermediate steps can be checked for (possibly with guardrails, self-reflection, self-
consistency, etc.), thereby increasing likelihood of output reliability

• Makes it easier for LLM to reason when external dependencies are involved only in specific 
steps.
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[Application] RAG citations
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CE’s LLM Reliability Strategy
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Compartmentalization

Guardrails

Citations Prompt testing
at scale

Human evaluation

Output reliability

Uncertainty Performance

Poor AI emails
Customers’
prospects

For hyper-personalized outreach and
AI-powered reply automation workflows

Guardrail evaluation service
for live LLM responses

Providing contextual
explainability Extensive pre-

deployment checks Post-deployment 
acceptance monitoring



Thank you!
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